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Abstract—With the increasing importance of data security,
privacy protection has gradually risen to a strategic position,
especially IoT data privacy protection. The concern for data secu-
rity has become a national strategy. The discovery of potential
risks of privacy data is of great significance, such as the risk of
data privacy leakage, data security vulnerabilities, etc. In this
article, starting from the privacy data protection mechanism in
the Industrial Internet of Things (IIoT) scenario, we proposed
a method based on generative adversarial imitation learning
(GAIL) to discover the privacy data security risks in IIoT by
training privacy protection agents using a large amount of expert
data on privacy protection. Finally, our proposed method is val-
idated by relevant simulation experiments, and the results show
that our proposed method has wide generalizability and reliabil-
ity to obtain the maximum payoff of the agents and thus, reduce
the risk of data security leakage.

Index Terms—Generative adversarial imitation learning
(GAIL), Industrial Internet of Things (IIoT), policy optimization,
private data protection.

I. INTRODUCTION

THE INDUSTRIAL Internet is a highly integrated global
industrial system with advanced computing, analytics,

and sensing technologies and the Internet. Through the con-
nection of intelligent machines and ultimately humans and
machines, combined with software and big data analytics, it
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will reshape the global industry, stimulate productivity, and
make the world faster, safer, cleaner, and more economical.

Harnessing the massive amounts of data generated by smart
devices is an important function of the Industrial Internet.
Leveraging capabilities, such as big data, complex analytics,
and predictive algorithms, the Industrial Internet provides a
way to understand the massive amounts of data generated by
smart devices and can help select, analyze, and utilize this data
to bring benefits, such as network optimization, maintenance
optimization, system recovery, autonomous machine learning,
and intelligent decision making, ultimately helping the indus-
trial sector reduce costs, save energy, and drive productivity
improvements.

At present, the security issue has become an important factor
that hinders the further development of Industrial Internet of
Things (IIoT). If its security cannot be fully guaranteed, personal
information, commercial secrets, and military secrets in the
IIoT system may be stolen or used by unscrupulous elements,
which will certainly seriously affect personal privacy, economic
security, military security, and national security. The research
of IIoT security technology mainly includes the following
four aspects: 1) IIoT security architecture; 2) network security
protocol of IIoT; 3) network security protection technology;
and 4) cryptography and its application in IIoT.

In order to provide ubiquitous personalized services to users,
the system of IIoT needs to use their personal information
without their awareness or disturbance through automatic sens-
ing functions. For example, in an intelligent medical care
system, the user’s physiological signs data (heart rate, tem-
perature, blood pressure, etc.) need to be collected in real
time. In the IIoT environment, the process of using personal
information covers the whole life cycle of users’ personal data,
including its perception, storage, transmission, and applica-
tion, and user privacy issues mainly occur in the perception
and application phases of these four processes. Data percep-
tion has the characteristics of invisibility and wide coverage,
and it is a system behavior, and since the perceived personal
information is private to the user, the user requires privacy
protection for this process; in addition, the application process-
ing with the goal of service is essentially a process in which
personal information is shared by other entities interacting
with the system, and the information is not controllable to the
individual, and the user also requires privacy protection for
this process. In these cases, if the system privacy protection
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mechanism is missing, the user’s private information will
be potentially threatened, which raises the issue of privacy
protection in IIoT.

There have been quite a few studies on the security and
privacy protection issues of IIoT.

1) Among the IIoT security mechanisms, the research on
key management and authentication technologies for IIoT
is relatively mature. The current key management and
authentication methods mainly adopt two kinds: a) the
centralized management method with the Internet as the
core [1] and b) the distributed management method with
the respective heterogeneous networks as the center.

2) For the node capture problem, there is still little research
on privacy that put leakage technology for IIoT anti-
node capture, but the node anti-capture attack in ad hoc
networks can be studied, thus indirectly playing a role
in the protection of privacy data [2].

3) RFID, one of the most important supporting technolo-
gies for IIoT, will cause leakage of personal privacy
data when personal information is combined with tag
information within a certain distance. The National
Institute of Standards and Technology (NIST) released
a standard guideline for smart tags in 2007; this stan-
dard guideline recommends the use of firewalls to isolate
RFID databases from other IT systems and databases,
and the report recommends that users use auditing,
logging, and timestamping methods to detect security
threats and establish tag handling and reuse procedures
to update devices and destroy old data.

4) For anti-node capture attack techniques in wire-
less mobile communication networks, most of them
have been implemented using detection and traditional
encryption and authentication techniques [3], [4]. All
the above are traditional encryption, authentication, and
detection techniques, but this is far from enough, to
prevent the leakage of their private information after the
capture of IIoT nodes, and anti-copying and necessary
tracking techniques are the key issues to be considered.

5) Privacy homomorphism techniques can be widely
applied in several fields, including data privacy secu-
rity protection for IIoT. Privacy homomorphism tech-
niques were proposed by Brickell and Yacobi in
1978 [5] as cryptographic transformations that allow
direct manipulation of ciphertexts. Domingo and
Ferrer [6], [7] proposed two algebraic privacy homomor-
phism approaches for known plaintext attacks.

6) A.C. Yao proposed the concept of secure multiparty
computation (SMC) [8] in 1982, and the SMC technique
is one of the hot spots of research in the interna-
tional cryptography community and one of the important
security techniques in IIoT privacy protection.

7) Protecting the location privacy of users is one of the
important issues of IIoT applications, and the data pro-
cessing process in IIoT involves location-based services
and data privacy protection in the information process-
ing process. Information was established in 2008 by
ACM to work on the theory and application of spatial
information [9].

The international academic community has published papers
on the privacy protection of IIoT, and some important research
results have been published in IEEE series of conferences
and ACM series of conferences. The research on data pri-
vacy protection technology in IIoT has also received attention
and focus from domestic academia, which is mainly focused
on the research based on data distortion or data encryption
technology. However, there are few studies on how to train
privacy-preserving agents to discover the privacy data security
risks in industrial IIoT.

Generative adversarial imitation learning (GAIL) is a kind
of inverse reinforcement learning method that combines the
ideas of the generative adversarial network (GAN). It is a
backward reinforcement learning method that combines the
ideas of GAN. GAIL is characterized by a GAN framework
for solving imitation learning problems, in which the train-
ing process of the discriminator is analogous to the learning
process of the reward function and the training process of the
generator is analogous to the learning process of the policy.
Compared with traditional imitation learning methods, GAIL
has better robustness, characterization ability, and computa-
tional efficiency. Therefore, it is capable of handling complex
large-scale problems and can be extended to practical applica-
tions. An intelligent body is a very important concept in the
field of artificial intelligence. Any independent entity that can
think and interact with its environment can be abstracted as an
intelligent body. The concept of an intelligent body was intro-
duced by Minsky, a leading computer scientist at MIT and one
of the founders of the discipline of artificial intelligence, who
introduced the concept of society and social behavior to com-
puting systems in his book “Society of Mind.” There has been
work combining machine learning with privacy preservation,
and Papernot et al. [10] proposed the PATE algorithm (pri-
vate aggregation of teacher ensembles, PATE) in 2018, which
will be useful for researchers who know how to train super-
vised machine learning models, and differential privacy for
machine learning. The PATE framework implements privacy
learning by carefully coordinating the activities of several dif-
ferent machine learning models, and as long as the procedures
specified in the PATE framework are followed, the resulting
models are privacy preserving.

The remainder of this article is structured as follows.
Section I introduces the background of this article. Section II
describes the relevant work of this article. Section III gives
a detailed description of our proposed method. Section IV
describes our experiments and the results, and finally,
Section V makes a summary of the experiments.

II. RELATED WORK

With the improvement of the computer hardware manufac-
turing process and cost reduction, the computational power
and storage resources available for machine learning algo-
rithms are becoming more and more abundant. Among the
many machine learning algorithms, deep learning was the most
significant one to enhance the learning effect with the help
of hardware resources [11]. Deep learning has been surpris-
ingly valuable in various fields due to its excellent automated
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feature representation characteristics. The success of classical
deep learning algorithms relies on a large number of learning
samples. Often, training with the same deep learning model as
the goal requires the use of sample data generated or stored
in multiple sources. Machine intelligence requires people to
apply large amounts of data to train machines to make them
smarter. Among them, generative algorithms are often consid-
ered as a measure of how well the machine “understands” the
training data. Generative algorithms generate information dis-
tributions by learning a set of information and then mapping
the high-dimensional rich perceptron inputs to category labels
through discriminative models based on backpropagation and
Dropout algorithms in the field of deep learning [12], as a way
to discriminate the correctness of the distribution generated
by the generation algorithm, and if the generated distribution
is correct, then the machine must have also understood the
information correctly.

However, many intractable probabilistic computational
problems in maximum-likelihood estimation and correlation
strategies in general, and the inability to take full advantage
of segmented linear units in generating contexts, have led to
the lack of widespread adoption of deep generative models.
However, the research aiming at generating or reproducing
samples indistinguishable from real samples remains a hot
topic in statistical signal processing and machine learning. In
particular, obtaining generative models for high-dimensional
data distributions is a challenging but important task because
of their importance for various applications.

Imitation learning based on GANs (GANs-IL), developed
from IRL-IL, is a class of imitation learning methods that
incorporate GANs [13]. The main difference between the two
is the reward function, the representation model of the strategy,
and the training method of the model. GANs-IL uses two neu-
ral networks to represent the reward function and the strategy
in IRL-IL and optimizes the parameters of these two networks
in an adversarial way.

GANs were first proposed by Ian Goodfellow [14] and
inspired by the two-person zero-sum game in the game the-
ory. GAN models are composed of a generative model and
a discriminative model. The generative model [15] refers to
a model that can produce the desired sample output, which
learns the probability distribution of real data, input random
noise, and transforms it into a picture [16] or speech [17], etc.,
that is close to the distribution of real data, while the discrim-
inative model was usually a two-class classification network,
where the input was real data and the generated samples from
the generative model, and the output was the judgment of the
probability that the input comes from real data probability.

The earliest and most representative GANs-IL method is
GAIL proposed by Ho and Ermon [13] in 2016. If the policy
was characterized as a generative model from state input to
action output, then the process of imitation learning was to
learn a policy based on expert samples, which is the train-
ing process of the generative model. In GAIL, the policy that
outputs actions based on input states can be analogous to a
generator, and the reward function that outputs reward values
based on input expert samples or generative samples can be
analogous to a discriminator. Thereby, GAIL analogizes the

process of solving the reward function to the training process
of the discriminator and the learning process of the strategy
to the training process of the generator

Deep learning enables the deployment of end-to-end learn-
ing systems that use multiple nonlinear feature transforma-
tions, i.e., processing layers consisting of a multilayer percep-
tron (MLP), to learn representations of the data. It is this high
abstraction that makes the parameters and intermediate results
in it not easy to understand and analyze, and the high degree
of model fitting to the data will make the model parameters
and detailed prediction results retain more data features, which
are the source of privacy threats.

The academic research on privacy began in the 1960s [18].
In data privacy protection, it is extremely important to ensure
the balance between availability and privacy of the data set.
GANs take advantage of themselves by adding noise to the
latent space instead of directly to the data, reducing the over-
all information loss while ensuring privacy. Huang et al. [19]
proposed a context-aware privacy model in combination with
GANs by subtly adding noise to achieve private data release.
Meanwhile, Triastcyn and Faltings [20] proposed a method for
generating artificial data sets by adding a Gaussian noise layer
to the discriminator of GANs so that the output and gradient
have different privacy concerning the training data, and then
synthesizing artificial data sets with confidentiality using the
generator component, which not only preserves the statistical
properties of real data but also provides differential privacy for
these data protection. Papernot et al. [21] proposed a privacy-
preserving approach for deep networks in the teacher–student
model, using a deep model for teachers and a model for stu-
dent GANs, by training and thus, protecting the training data
set. Frigerio et al. [22] proposed a privacy-preserving data
publishing framework by differential privacy definition, from
time series to continuous data and discrete data generation, all
of which can be easily adapted to different use cases to ensure
that the user’s personality is protected while publishing new
open data.

Although such a deep learning training model has tremen-
dous advantages, it also introduces new data security issues.
For example, when multiple hospitals need to jointly train
a deep learning model, the deep learning algorithm requires
a large amount of data as training samples. Each hospital
needs to share its private medical data to complete the train-
ing of a global deep learning model with higher accuracy [23].
However, sharing medical data as such would violate patient
privacy, and medical information has always been confiden-
tial to hospitals out of respect for patients. The confidentiality
of training data prevents joint deep learning algorithms from
being applied in such situations. Specifically, actually, in afore-
mentioned methods, in general, a patient’s records are used to
train some machine learning model; furthermore, this model
usually is used to determine the appropriate drug dose for
a disease or to discover the genetic basis of the disease. In
this way, the attending doctors can be sufficient to conclude
whether the patient has the disease. Due to the widespread
use of machine learning as a service, privacy attacks under
black boxes will be more relevant. Fredrikson et al. [24] ini-
tiated model inversion attacks (MIAs) against deep models,
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Fig. 1. Architecture of private medical data protection in IIoT scenario.

using the output of the model to infer certain features of the
input data. In one of the models with patient data as train-
ing data [24], the correlation between drug doses and patient
genes was pointed out, but it was also argued that this attack
did not result in a privacy breach due to the inherent medical
facts of both. Jones et al. [25] combined GANs and differential
privacy to propose a differential privacy-assisted classification
generation adversarial network for generating medical clinical
data.

III. METHODS

In this article, we put forward a framework based on the pro-
tection of medical big data in the IIOT scenario as shown in
Fig. 1. The framework mainly consists of three parts; the exist-
ing private data are processed by the expert data protection
solutions module and input to GANs for training and learning,
and GANs generate a large amount of data through train-
ing and input to the policy optimization module for training.
Since privacy data protection is oriented to different scenarios
that require different methods, our network can automatically
select specific methods according to the scenarios and finally,
obtain the optimal data protection policy.

A. Privacy Data Protection Technology

There are five main privacy data protection techniques we
use, which are: 1) disturbance strategy; 2) approximation strat-
egy; 3) generalization strategy; 4) countermeasures strategy;
and 5) local strategy, as shown in Fig. 3. There is a certain
coupling relationship between these different techniques, and
these techniques are introduced separately next.

1) Disturbance Strategy: Data disturbance techniques are
effective solutions adopted in the privacy-preserving microdata
publishing. These strategies interfere with the original data
through data transformation and generalization, and afterward
mine the interfered data to obtain the desired patterns and
rules. We write the data disturbance function as

X̂ = g(X, Y) (1)

where X is the original data, Y is the added disturbance, and g
denotes the disturbance function.

Since we perform data disturbance to prevent the attacks
instead of corrupting the data, we still need to recover the per-
turbed data to the original data. Hence, we obtain the recovered

data as

Ŷ = h(g(X, Y)) (2)

where h is the recovery function. Now, combining the recovery
function h and the disturbance Y , the loss function becomes

L(h, g) = E
[
l(h(g(X, Y)), Y)

]
. (3)

In addition, to make the obtained data more robust, a data
disturbance optimization function is introduced

min
g(·) max

h(·)
L(h, g). (4)

The original data then after disturbance and recovery will cer-
tainly have a certain loss, because the original data cannot be
destroyed, to control the disturbance within a certain range, so
the definition of D as a disturbance adjustment parameter as

E
[
d(g(X, Y), X)

] ≤ D. (5)

2) Approximation Strategy: The approximation strategy is
mainly divided into numerical and function approximations.
The numerical approximation method is used to construct a
simple function g(x) to approximate or replace the original
function f (x) using a function table of discrete data. Algebraic
interpolation is to find an interpolation function to approximate
the target function in the presence of the target function. The
main quadratic interpolation methods are the Newton form of
interpolation, the Lagrange form, the form of successive linear
interpolation, etc. The main methods of function approxima-
tion are polynomial approximation and connected fractional
approximation. The transcendental functions in mathematics,
such as exp(x), ln(x), and sin(x), are often calculated by Taylor
series expansion, which is to use polynomial to approximate
the function.

3) Generalization Strategy: The generalization strategy is
mainly divided into generalized output and generalized model.

We can use a function to approximate the function. We only
need to store the key coefficients of the function, which greatly
reduces the storage volume.

The generalized linear model (GLM) is an extension of
the linear model that establishes the relationship between the
mathematical expectations of the response variables and the
linear combination of the predictor variables through a linking
function.

4) Countermeasures Strategy: The countermeasures strat-
egy is mainly divided into counter disturbance and regulariza-
tion.

During data transmission, the data code needs to be
made more resistant to interference because attenuation or
interference can cause abrupt changes in the data code. This
must be done by adding a few bits of binary code length to
the original binary code length so that the corresponding data
have a certain degree of redundancy.

Regularization is achieved by adding a regularization term
to the original loss function. By attaching some rules, i.e.,
constraints, to the model parameters, the model is prevented
from overfitting the training data.
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Fig. 2. Imitation learning process.

5) Local Strategy: Local strategy is mainly divided into tag
integration, associative learning, and secure multiparty.

Tag integration is a way to convert a multitag classification
problem into a problem constructed from a single-tag model
and then merge the models.

We can implement associative learning using the priori algo-
rithm and the FP-Growth algorithm. The priori algorithm uses
a bottom-up approach where frequent subsets are expanded
one object at a time (a step known as candidate set gener-
ation) and the candidate sets are examined by the data. The
FP-Growth algorithm recursively divides the transactional data
set into multiple smaller conditional transactional data sets to
mine the frequent item sets.

The SMC method uses cryptographic techniques and secure
computation technology to obtain global data mining results
through collaborative distributed computation for multiple
entities involved in association rule mining in a distributed
environment. We can base on secure dot product cryptog-
raphy protocols for vertically partitioned distributed privacy-
preserving association rule mining. Alternatively, we can use
secure merge operation for vertically partitioned distributed
privacy-preserving association rule mining.

B. Generative Adversarial Networks Generates Sample of
Simulation Experts

Imitation learning simulates the learning goal of obtaining
reward values for state-behavior (s, a) sequences (where s is
the state and a is the behavior) by learning from existing
expert data, thus allowing an intelligent body to automatically
identify data privacy security risks.

D(s, a) is the output of the discriminant model, which rep-
resents the probability that the input (s, a) is real data. G(s, a)

is the output of the generative model, and the output is fake
data.

However, the direction of the gradient change is to be
changed for the prediction results of the discriminant model.
The gradient update direction is to be changed when the dis-
criminant model considers the output of G(s, a) as the real
data set and when it considers the output as noisy data.

The process is represented as shown in Fig. 2.
For the generative model, what we want to do is to make

the data generated by G(s, a) as much as possible the same
as the data in the data set. It is the so-called same data distri-
bution. Then, what we want to do is to minimize the error of
the generative model, i.e., to pass only the error generated by

Algorithm 1 Training Process of GANs
for number of training iterations do

for m steps do
Update the generator by descending its stochastic gradient:

Max
c∈C

(

min
π∈∏

Eπ [c(s, a)]− Eπ

[−logπ(a|s)]
)

− EπE [c(s, a)]

end for
Update the discriminator by ascending its stochastic gradient:

�
Eτi

[�wlog(Dw(s, a))
]+�

Eτe

[�wlog(1− Dw(s, a))
]

end for

G(s, a) to the generative model. This leads to

Eπ [c(s, a)] = E

[ ∞∑

t=0

γ tc(st, at)

]

(6)

where the terms c and γ are represented as the state–action
Q function and the discounted factor, respectively, besides,
s0 : p0, at :

∏
(g|st), s(t+ 1) : P(g|st, at), c(s, a): obtains the

obtained Q values for the sequence of state behaviors.
During the training process, the parameters of one of the

models are generally fixed and the other model is updated.
We first update the generative model G. When fixing the dis-
criminative model D and updating the generative model G, the
discriminative model should make a wrong judgment for the
false sample (s, a) generated by the generative model G, and
it is difficult to distinguish whether the input data are true or
not. The above game process is summarized into the objec-
tive function that can be obtained from (7), which is the cost
function optimization function �

Max
c∈C

(
minπ∈∏Eπ [c(s, a)]− Eπ

[−logπ(a|s)])

−EπE [c(s, a)]. (7)

The training is continuously compared in (7) to update the
parameters, thus getting closer to the expected value for the
network. Such a training process is less time consuming and
more robust, which improves the relevance and learning moti-
vation more highly. After that, we fix the generative model G
to update the discriminative model D. The output probabil-
ity given by the discriminative model should be close to 0
for samples from the true distribution x, and close to 1 for
samples from the true distribution. The discriminant model
should give an output probability close to 0 for samples from
the generative model G and close to 1 for samples x from
the true distribution, i.e., the discriminant model should be
able to correctly discriminate between true and false samples.
The cross-entropy function as shown in (8) is the parame-
ter update function of the discriminator D. For a sequence of
sample trajectories τi, . . . , τn

�

Eτi

[�wlog(Dw(s, a))
]+ �

Eτe

[�wlog(1− Dw(s, a))
]
. (8)

The parameters of the recognizer network are updated. After
that, a large number of samples can be obtained to stimu-
late the policy optimization function afterward. The method
is shown in Algorithm 1. Specifically, the input and output of
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the proposed method is the numerous training policy data and
the policy network with reasonable parameters, respectively.

C. Strategy Optimization Training Network to Get the
Optimal Strategy

The method of using policy gradients to optimize the policy
model is called the policy gradient algorithm. To ensure that
the overall effect of the model becomes stronger, for all the
boosting integration algorithms, the effect of the integrated
model will be better than before with each evaluator con-
structed. That is, as the iteration proceeds, the overall effect of
the model must be gradually improved, and finally, the optimal
effect of the integrated model must be achieved. We define the
gradient evaluator as shown in

ĝ = Êt

[
�tlogπθ (at|st)Ât

]
. (9)

The dominance function Ât is defined as shown in (12). The
objective function based on the trust region is expressed as
shown in

max
θ

Êt =
[

πθ(aθ |st)

πθold(aθ |st)
Ât

]
. (10)

Subject to

Êt =
[
KL

[
πθold(•|st), πθ (•|st)

]] ≤ δ (11)

where KL denotes the KL divergence, which is used to mea-
sure the difference or distance between these two distributions.
The term t is in the range [0, T] at time timestep. Furthermore,
the parameter δ is an experimental value to constrain the KL
distance; in this article, we set this term δ = 0.1

Ât = −V(st)+ rt + γ rt−1 + · · · + γ T−t+1rT−1 + γ T−tV(sT).

(12)

Equation (12) is a Markovian time series, where t is the
current time, rt is the reward at time point t − 1, T is the
reward of the state after a period of time, and γ is the discount
rate, and V is the summation of the state behavior values.
After domain trimming of the dominance function, (7) can be
transformed as follows:

Ât = δt + (γ δt−1)+ · · · + γ T−t+1δT−1 (13)

δt = rt + γ V(st+1)− V(sT). (14)

Equations (5) and (6) can be converted into the linear equa-
tion shown in (15), and the final optimal strategy can be solved
after fitting in the following equation:

L(θ) = Êt

[
πθ (aθ |st)

πθold(aθ |st)
Ât − βKL

[
πθold(•|st), πθ (•|st)

]]
. (15)

In summary, the method is shown in Algorithm 2.
Additionally, the input and output of proposed method are
policy trajectories data and the optimal policy, respectively.

Finally, the training process of our private medical data pro-
tection scheme in the IIOT scenario can be represented by the
flowchart shown in Fig. 3.

Algorithm 2 Select Optimal Stratagy
for number of training iterations do

Run policy πθ for T timesteps, collecting {St, at, rt}
Estimate advantages Ât = −V(st)+ rt+γ rt−1+· · ·+γ T−t+1rT−1+

γ T−tV(sT ).
πold ← πθ
for m steps do

L(θ) = Êt

[
πθ (aθ |st)

πθold (aθ |st)
Ât − βKL

[
πθold (•|st), πθ (•|st)

]
]

.

Update θ by a gradient method w.r.t L(θ)

end for
if KL[πold |πθ ] > βhighKLtarget then

λ← αλ

elseif KL[πold |πθ ] > βlowKLtarget then
λ← λ/α

end if
end for

Fig. 3. Training process of our scheme.

IV. EXPERIMENTS

A. Environment

The approach presented in this chapter is implemented in
the Tensorflow 2.0 framework. The experiments in this chapter
are completed on Ubuntu systems. For the experiment, the
processor used is Intel Core i7 3.5 GHZ, 8-GB RAM, and
the graphics card is NVIDIA GeForce GTX 1080, visualized
using the TensorBoard framework.

We mainly focus on Cumulative Reward, LOSS, and Policy
for quantitative analysis, where LOSS indicators are GAIL
Loss, Policy Loss, Pretraining Loss, and Value Loss; Policy
indicators are Beta, Entropy, Epsilon, GAIL Expert Estimate,

Authorized licensed use limited to: Anhui Normal University. Downloaded on September 09,2022 at 01:27:07 UTC from IEEE Xplore.  Restrictions apply. 



HUANG et al.: ROBUST APPROACH FOR PRIVACY DATA PROTECTION 17095

Fig. 4. Cumulative Reward metric in training stage.

Fig. 5. Four different loss metrics in training stage. (a) GAIL loss. (b) Policy
loss. (c) Pretraining loss. (d) Value loss.

GAIL Grad Mag Loss, GAIL Policy Estimate, Gail Reward,
Gail Value Estimate, Learning Rate, and Total Score. The
training of our experiments was conducted after a total of 200
sessions. The following series of images show the results
of our experiments, which have been trained for a total of
2 million cycles.

B. Results Analysis

Cumulative Reward: This scalar is a good or bad metric, and
the ultimate goal of the agent is to maximize the cumulative
reward of the whole process as much as possible. It can be seen
from Fig. 4 that as the training proceeds, the cumulative reward
for strategy optimization oscillates continuously, reaching a
higher value of about 2.5 at the end of the training.

From Fig. 5(a), we see that the GAIL loss gradually
decreases as the number of training rounds increases, indi-
cating that the loss of the data in each state is small, proving
that the gap between the real data and the fake data is already
small and our GANs network training scheme works well.
Policy Loss [Fig. 5(b)] can be used to evaluate the goodness
of the action chosen by the actor, and then guide the actor
to make a better choice next time. It oscillates up and down
during the training process, and then gradually converges to
around 0.099.

Fig. 6. During training epoches, our proposed method is evaluated on five
different indicators, i.e., (a) Beta, (b) Entropy, (c) Epsilon, (d) GMAIL expert
estimate, and (e) GAIL grad mag loss. The result is shown as above.

Fig. 7. Five different policy metrics in training stage. (a) GAIL policy esti-
mate. (b) GAIL reward. (c) GAIL value estimate. (d) Learning rate. (e) Total
score.

Pretraining Loss: This metric tests the generalization ability
of the network. A pretrained network has a smaller error and
is more robust as the depth of the network increases. From
Fig. 5(c), we can see that Pretraining Loss gradually decreases
as the training progresses and finally converges to 0. The value
loss [Fig. 5(d)] is the loss of the fake data generated by GANs,
which also decreases gradually as the training progresses and
finally converges to 0. After the training, we get the smallest
value loss, which corresponds to the output of the action with
the largest value.

According to the objective function-constraint formula, it is
seen from Fig. 6(a) that Beta becomes smaller and smaller
as the training proceeds. The change in Beta value indi-
cates that the constraint becomes smaller and smaller, which
proves that the generated data gradually satisfy the condi-
tion. Entropy: The coefficient of the entropy loss term is a
very important hyperparameter, which has a direct impact on
the convergence speed and final performance. As the training
proceeds, the variance of the action distribution of the policy
output becomes smaller and smaller, which is reflected in the
statistical index that the entropy becomes smaller and smaller.
A reasonable entropy coefficient ensures that the model is
fully explored early in the training to move in the right direc-
tion, and also allows the model to fully utilize the learned
skills later in the training to achieve high performance. It can
also be seen from Fig. 6(b) that the entropy of our experi-
ments decreases gradually with increasing training rounds, as
expected. Epsilon: This metric is the threshold value for the
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Fig. 8. Strategy optimization network visualization simulation platform.

choice of exploring or exploiting. From Fig. 6(c), it can be seen
that the threshold decreases as the training proceeds, which
indicates that the generated data gradually meet the conditions
and the network automatically selects the most desired action.
The GAIL Expert Estimate was evaluated on the expert data,
and as seen in Fig. 6(d), it gradually increased as the train-
ing progressed and finally stabilized, reaching a high value of
about 0.93. This reflects that the policy optimization network
learns different parameterized policies for each different expert
and finally achieves the optimal policy. GAIL Grad Mag Loss:
The gradient grad is determined by the loss function loss,
and the larger the loss function is, the larger the gradient is.
The parameters to be optimized are determined by the gradi-
ent grad and the learning rate together. After the parameters
are updated, the loss function will also be reduced, thus fur-
ther reducing the gradient until the loss function is minimized
and the gradient is 0, at which time the optimal solution is
obtained. From Fig. 6(e), the GAIL Grad Mag Loss gradually
decreases as the training progresses and finally converges to
around 0.02, indicating that the optimal strategy is obtained.

GAIL Policy Estimate: As shown in Fig. 7(a), this param-
eter gradually decreases with training and finally converges
to about 0.08, indicating that the policy has minimized its JS
dispersion from the expert policy. Gail Reward: GAIL’s dis-
criminator provides a reward for strategy learning, which is
used to distinguish the expert strategy from the learned strat-
egy, in the same way as the discriminator training in GAN.
Fig. 7(b) reflects the gradual decrease of Reward, which shows
that the expert strategies and the learned strategies are getting
closer. Gail Value Estimate: The regional stability of the value
function indicates that the network is generating fake data that
are getting closer to the real data. From Fig. 7(c), it can be
seen that although the indicator rises at the beginning of the
training, it falls back as the training proceeds and finally, con-
verges to around 0.8. Learning Rate: Fig. 7(d) reflects that the
learning rate decreases as training proceeds, ensuring that the
model does not fluctuate too much in the later stages of train-
ing and thus, gets closer to the optimal solution. Total Score:
This metric reflects our evaluation of the network as a whole.
From Fig. 7(e), we see that the total score of the strategies gets
higher as the training progresses, indicating that we get the
optimal strategy. Next is our simulation experiment platform
for private data protection. A qualitative comparison of our
strategies is presented below. Fig. 8 shows a demonstration of
our simulated experimental platform, where blue represents the
agents, green represents private data, i.e., private data that have
been corrupted, and red represents normal data, i.e., private

Fig. 9. Policy optimization network discovers privacy data security risks in
industrial IoT.

data that are protected and not corrupted. Below is a visual-
ization of our experiment in 3-D space, where the red line
indicates that the corrupted privacy data has been found, and
the white line is a process of aimless searching, reflecting that
the target has not been found yet. Fig. 9 illustrates that our
strategy can find those corrupted data, but sometimes it also
captures normal data in the process of exploration, which still
exists with some errors.

C. Discussion

Through the above quantitative evaluation, we can observe
that as the number of training rounds increases, all evaluation
indicators of the GANs module and policy optimization mod-
ule have stable and good results, which are in line with our
expected judgment. Through the above qualitative evaluation,
we can intuitively see the training process. The simulation plat-
form results show that our solution provides a feasible privacy
data protection strategy. In general, the experimental results
show that our scheme is suitable for medical privacy data pro-
tection in the IIoT scenario. Our scheme is effective in terms
of training time and maintains high accuracy. In addition, it
also received a high-scoring learning strategy at the end.

V. CONCLUSION

In this article, based on the serious data leakage problem in
IIOT scearios, we proposed an adversarial simulation learning
GAIL-based approach. The approach aims to protect medical
big data by training privacy-preserving agents to discover pri-
vacy data security risks in the industrial IoT. GANs first learns
expert data processed by various expert data protection meth-
ods, and then inputs a large amount of fake data to the policy
optimization network. The experiments show that the trained
policy optimization network is able to choose the optimal pri-
vacy data protection policy according to different application
scenarios. In the future, we will further try to increase the com-
plexity of the network in the hope of obtaining more optimal
privacy data protection strategies; meanwhile, we will also try
to propose more optimal loss functions to reduce the training
time.
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